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THE PROBLEM

Image Segmentation

Classical Image Analysis

- Increasing Contrast

- Selection Criteria

- …

Human Segmentation:

+ Good edge case handling

+ High Accuracy

+ High Repeatability 

- Expensive

- Time consuming

- Boring work

?
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NEURAL NETWORKS FOR IMAGE SEGMENTATION



NETWORK ARCHITECTURE

Simulation Program

(Blender)

Discriminator

Conv2D (kernel size: 11x11, filters: 96)
Batch normalization

Conv2D (kernel size: 5x5, filters: 256)

Conv2D (kernel size:3x3 ,filters: 384)
Batch normalization3x

Batch normalization

MaxPool2D (pool size: 3x3)

2x
Dropout (50%)

Output: FCC Layer (1)

FCC Layer (4096)

Real Data

Evolutionary Algorithm 

(25% new Generation)

Loss Function BCE

Adam Optimizer

Images:

Configurations:

Discriminator: 

Update Values:



OUR PROCESS



TRAINING THE U-NET AND RESULTS



RESULTS IN NUMBERS

- 30 min per image 281 hours in total

- 4000 €

- Initial supervision needed

- Time and cost increases with more images

- Statistical error of ~24-40%

- AI training time 40 hours on 32 core 

computer

- Unsupervised training

- Adaptable to variation 

- Time does not increase with number of 

Images

- Estimated training time on HPC 40-90 min

- Statistical error of ~1%

 To be published, expected end 2022
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