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Summary and Notes

These notes summarize the observations, thoughts, angsisas carried out after the presen-
tations, during the discussion session on Friday, as weltiegte communications with several
participants. | will also try to provide explanations to saquestions that remained open after
the meeting. The topics are in no particular order.

Extending calculation methodologies from two- to three-dimensional applications

One of the main reasons for using Monte Carlo codes for netraosport applications is their
inherent capability to model complicated three-dimenai@eometries, but due to the limita-
tions in computational resources, these codes have notussehfor routine tasks in reactor
physics until fairly recently. Consequently, the methodd practices currently applied to re-
actor analysis have strong roots in two-dimensional traridpeory, and extending tasks like
homogenization and burnup calculation from two-dimenai@ssembly level geometries to
three-dimensional systems has turned out to be far frongktfarward. In a way, the capabil-
ity to model complicated geometries has brought along a m¢wfomplicated problems.

A good example of a problem encountered in three-dimenkgewnetries is the spatial insta-
bility of the burnup solution in a long LWR fuel assembly. Thesstabilities result from an
interplay between several factors, but they can also beustered in very simple models, and
sometimes even using deterministic transport solutianthe worst case the consequence of a
spatial oscillation is that the results of the simulationéhao value at all. The stability issues
have been studied at Aalto University and KTH, and they wése geported in the presenta-
tion from BGU. There is not much that the Serpent user can datdhe issue, but the studies
continue.

Another application where moving from two- to three-dimensl systems changes the calcu-
lation scheme is group constant generation for fuel typds axial zoning. The traditional ap-
proach to homogenization is to assume that the neutronpepties in the reactor core change
abruptly only in the radial directions. RBWR’s and other novabter concepts, however, often
involve assembly designs in which completely different fiypes are layered on top of each
other, making the system as heterogeneous in the axiatidmezs a conventional UOX/MOX
loaded PWR core is radially (see, for example, presentatan tJniversity of Michigan). The
result of the axial heterogeneity is that the layers canedtdimogenized without accounting
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for their surroundings above and below. Axial coupling kegwthe nodes also necessitates the
use of two additional discontinuity factors.

Instead of forcing an additional dimension in the methods jaractices established for two-
dimensional lattice transport codes, it might be worth tiiereto revise the entire calculation
scheme. Combining the continuous-energy Monte Carlo methatiffusion theory has not

yet been fully accomplished, and the three-dimensionaireatf the simulation should be kept
in mind while developing new methods for calculating difaus coefficients and performing

leakage corrections.

Par allelization

The Monte Carlo method is generally known for its potentialdimost linear scalability when
run in parallel mode. In practice, however, there is a vemgpse theoretical limit, known
as Amdahl’s law, that determines the maximum speed-ugf a parallelized program when

compared to a serial run:
1

(1—P)+P/N’ @)
where N is the number of parallel processes aRds the fraction of CPU time spent in the
parallelized part of the program. Even though this formalbased on certain simplifications,
it gives a good qualitative description of the problem. &gl shows how attaining a good
scalability for hundreds of processes requires a very laeggion of the program to be run in
parallel, which is also what limits the scalability of the Me Carlo simulation.
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Figure 1: Amdahl’'s speed-up factor for 95%, 99% and 99.9% paralléiores. Left: for up to
50 parallel processes. Right: for up to 500 parallel proasssA typical cluster node consists of
6 to 12 CPU cores, and parallelization beyond that is accosmgd by coupling several nodes
together. Techniques used for intra-node parallelizafopenMP) differ from techniques used
between the nodes (MPI), so in practice the scalability csiave not smooth functions of.

Parallelization in Serpent 1 is based on the Message Pakgergace (MPI), which means
that each parallel task executes a separate copy of thegomnogode, and communication is
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handled by sending chunks of data between the tasks. Thedrairback of this distributed
approach is that the data arrays accessed by the code ateaned gither, and memory usage is
consequently multiplied by the number of tasks. For a codeaieady in serial mode requires
several gigabytes of memory this means that the computdtiesources of multi-core CPU’s
cannot be fully utilized in practice.

The limitations due to excessive memory usage are overcangeipent 2 by using hybrid
parallelization, based on the combination of OpenMP and.MRlike MPI, OpenMP shares
the same memory space between parallel threads, which nieanall CPU cores within a
single node can be assigned for the calculation withouesmsing the overall memory demand.
Since data sharing cannot be extended beyond the commatiatioit, parallelization between
separate nodes is handled using MPI.

The development and optimization of the parallel routimeSerpent 2 has so far mainly fo-
cused on OpenMP, while the MPI routines are taken almosttijrérom Serpent 1. The

presentation by Professor Hoogenboom showed that thelatdmns scale reasonably well up
to about 10 CPU cores, but beyond that there is considerahleaian in the performance.
This observation shows that there is still some work to beedonthe parallelization routines,
especially when the calculation is divided between mudtipbdes.

The scalability of OpenMP parallelization depends on saviactors. The parallelization of
the transport simulation is implemented by assigning eactige history with its own parallel
thread. This means th&t in Eq. (1) includes all operations performed on the partiistory
from the initial emission until the history is terminated agsorption, escape or cut-off. All
CPU time that is spent between the simulated generationsllecting results, printing output,
setting up the next criticality cycle, etc. decreases theevaf P and the attained parallel speed-
up. In general, calculation cases where the neutron hesi@iie long tend to scale up better
than cases where the particles are absorbed or leaked geothaly are born. This difference
is seen, for example, when comparing LWR and HTGR calculation

Another factor that may significantly affect the scalapibif a criticality source simulation is
the reproducibility of the random number sequence. Thaliation of the random number
generator in Serpent 2 is based on patrticle indexes, whichsmigned to the neutron population
at the beginning of each criticality cycle. The order in whitew particles are stored in the
fission bank is generally not the same in serial and paralbeles, and in order to preserve the
random number sequences, the fission bank must be sortee befiming the next cycleThe
CPU time required for sorting depends on population size gdsa on the number of threads,
since the unsorted fission bank becomes more disordered aanfiber of threads is increased.
OpenMP reproducibility can be switched off by input option:

set repro O

Fission bank sorting is then omitted, which means bettelabddy, but the results will be
slightly different each time the calculation is run.

1 This problem is specific to the criticality source simulatimode. Neutron histories in an external source
simulation are completely independent, and the random eusdguence is automatically preserved.



Some improvement in scalability may also be attained byeasing the batching interval, i.e.
the number of generations simulated before collectingebalts. This interval is set to one by
default, and the value can be changed by adjusting the fifdmpeter in the “pop” card:

set pop <npop> <ncycl es> <nski p> <keff 0> <nbat ch>

Scalability in burnup mode is also affected by the paraélon of depletion and processing
routines. The speed-up is generally not as good as for tegoeat routine, so the overall
performance depends on the number of burnable materialtharaptimization mode used in
the calculatior?.

The presentation from RWTH Aachen University showed thandtiough the implementation
of MPI parallelization is made easy for the code developesupplying a high-level program-
ming interface with external libraries, hardware-relaigslies cannot be completely ignored.
This is especially the case when MPI message size increadess of gigabytes, which is
typical for Serpent burnup calculations. There is no compstientist in the Serpent developer
team, so feedback from users with the related expertisensidered extremely valuable.

All parallelization in Serpent is based on distributing deenputational effort between several
CPU's. Another interesting possibility is to use graphiasgassing units (GPU’s) for the same
purpose. This novel approach is making its way to scientdfiaguting, including Monte Carlo
particle transport simulation. Presentation form UC Berkedhowed examples of a simplified
Monte Carlo program with very promising results. ImplemegtGPU parallelization in an
existing code may require significant changes in the prograg style and structure, but this
possibility is certainly considered in the future devel@mhof Serpent as well.

Thermal energy groupsin fast reactor cross section generation

Even though fast reactors operate well above the thermadgnegion of neutrons, determin-
istic transport codes require multi-group cross sectibas $pan the entire spectrum. Group
structures used in fast reactor calculations usually vessgveral groups for low-energy neu-
trons. When the group constants are produced using a Monte &até, these groups receive
a very low number of scores, and therefore suffer from paatissics.

It was shown in the presentations from HZDR that this probéaxm be avoided by combining
the lowest energy groups into a single group spanning thieeghtrmal region. A more uni-
versal solution, however, would be to use implicit methadget more neutrons at low-energy.
Serpent 2 does have an option for implicit capture, whiclukhmcrease the number of neu-
trons slowing past the capture resonances of U-238. Maslylithis method will turn out to
be insufficient for this purpose, and the solution will regua weight-window type approach
for the energy variable. This possibility will be studiedtive future, when variance reduction
techniques are implemented in Serpent 2.

2 For the optimization modes, see: J. Leppanen and A. IsotBlarnup Calculation Methodology in the
Serpent 2 Monte Carlo Codelh Proc. PHYSOR-2012.



Calculations of time constants

Serpent calculates various time constants, such as prosopton lifetimes {,) and neutron
reproduction timesX) using implicit and analog estimators. There has been samfision
on how these parameters are calculated, and code versimndgd.1.18 and 2.1.8 handle
vacuum boundary conditions in such way that the analog astinof/, can be significantly
over-estimated. The methodology is not well documentetifryato explain the basics hefe.

The term “implicit estimator” refers here to parameters thi@e derived from other results,
without direct relation to the transport simulation. Theplioit prompt neutron lifetime is
given by the text-book definition:

1 o keff
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wherev is the mean neutron speect, andy, are the fission and capture cross sections, respec-
tively, andL is the leakage term (total leakage rate divided by total fl&dX)these parameters
are calculated as the cross sections are homogenized evgedmetry. Neutron reproduction
time, which characterizes the time it takes for the neutroputation to reproduce itself, is

calculated similarly, a$:
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The implicit prompt neutron lifetime given by Eqg. (2) has be@mpared to MCNP results in a
set of infinite lattice test cases, and the values are witterréange of statistical accuracy from
each othe?. For some reason the results are generally not as good fasrfasal benchmarks
(Godiva, Jezebel, etc.), even though there is a perfectmiaté..

The analog estimators of prompt neutron lifetime and neuteproduction time are calculated
from the simulated neutron histories, using two simple d&dims:

l, = Average time from neutron emission to capture, fission or escape (4)

and
A = Average time it takes for the neutron population to reproduce itself (5)

The calculation of (4) is extremely straightforward, bug #arlier code versions had a problem
defining the exact time of escape, due to the way the outer gepriboundary was handled.
Also, while writing this, I now realize that the analog estitor used by Serpent for the neutron
reproduction time is not that in (5nstead, it is the average time between two consecutive fis-
sion events, which, using the terminology suggested by hewshould be called the “neutron
generation time”. | will try to fix this problem in the next uats.

3 Meulekamp’s method, which is used to calculate effectivdjojat-weighted) delayed neutron fractions,
is well described in: R. K. Meulekamp and S. C. van der Maf€alculating the Effective Delayed Neutron
Fraction with Monte Carlo”Nucl. Sci. Eng.152 (2006) 142-148.

4 The neutron reproduction time is sometimes called the aeujeneration time, but there is a possibility
for misconception, since the latter term is also used foratrerage time between two fissions. See: J. Lewins,
“Renaming the generation time the reproduction timérin. Nucl. Energy;33 (2006) 1071.

5 See the validation reports dtttp://virtual.vtt.fi/virtual/montecarlo/validatiolattice_calculations



It should also be noted that all parameters in Eqgs. (2) — ®)catculated as forward-, not
adjoint-flux weighted averages.

Time-dependence and dynamic Monte Carlo

The difficulties related to the calculation of time conssanere brought up in the presentation
by Professor Wallenius from KTH, and there has been simédaemt discussions with other
users by e-mail. The different possibilities of simulatadgime-dependent neutron transport
process were also brought up. Since dynamic Monte Carlo atioalis also one of the work
packages in the EU-HPMC project, from which Serpent devakag is partially funded, some
considerable effort will be devoted to the topic during tlegtryear.

As the first step towards the capability to simulate a timpetielent system, time binning will
be added in detectors. This should be sufficient for runnimg-idependent external source
simulations in sub-critical systems. Adding a time cut-eftends the capability to super-
critical systems, but only for simulating relatively shiseinsients. There are also other ways of
coping with the exponentially growing neutron populatisach as implicit treatment of fission
reactions, which will be studied in the future.

In a criticality source simulation, time dependence (offtimedamental mode solution) can be
handled using tha-eigenvalue methoBlyhich is available, for example, in MCNP4C. Similar
methodology was implemented in an earlier version of Serpexs well, but the results were
not completely satisfactory, and since there was no appasmnfor the method at that time,
the idea was dropped. Theeigenvalue simulation mode will be revisited and, if fowrsgful,
implemented in Serpent 2.

One of the main difficulties in dynamic Monte Carlo is extergdihe simulation to such time
scales that delayed neutron emission becomes significaethdds have been developed for
this type of problems at Delft University of Technoldggand implementation of these methods
to Serpent will be studied in the framework of the EU-HPMCjpct.

Systematic discrepancy in Pu-239 concentrations compared to other codes

A systematic over-prediction in the concentration of P@-28mpared to CASMO-4E results

in a PWR assembly burnup calculation was observed when tlieibaiepletion solver was
first implemented in Serpent®1The cause of this discrepancy has not yet been resolved, but
it has been suspected to result from either methodologitfatences or spectral effects from

6 An excellent introduction to time dependence in transguebty and Monte Carlo simulation is found in:
D. E. Cullen, et al.;yStatic and Dynamic Criticality: Are They Different?UCRL-TR-201506, Lawrence Liver-
more National Laboratory, 2003. Available on-line attp://home.comcast.net/ redcullenl/reports.htm

" See several publications related to the Ph.D. work of Baghijer, for example: B. L. Sjenitzer and
J. E. HoogenbooniGeneral Purpose Dynamic Monte Carlo with Continuous Enefgr Transient Analysis.”
In Proc. PHYSOR-2012.

8 J. Leppanen and M. Pus&Burnup Calculation Capability in the PSG2 / Serpent Montarl® Reactor
Physics Code.ln Proc. M&C 2009.



fission product build-up, since some differences are also sethe concentrations of Xe-135
and Sm-149.

The presentation from HZDR showed similar results for P@-@8ncentrations in SFR calcu-
lations, when Serpent was compared to HELIOS. In this paeraase the differences can be
attributed to the resonance parameters of Na-23 and O-1Be&soss sections were prepared
using a generic LWR spectrum without resonance self-siniglgteatment for the two nuclides.
Even though the calculation case differs significantly frthi earlier CASMO comparison, it
shows how sensitive the build-up rate of Pu-239 is to speetiects.

New cross section data type for burnup calculations

In a typical burnup calculation Serpent tracks the conegiotns of 1200-1700 nuclides for each
burnable material. Of these nuclides, less than 300 have AGat cross sections available
for the transport simulation, which for the burnup solutimeans that most of the nuclides
are assumed to undergo only decay reactions. The list ofaél@icross sections probably
covers the vast majority of important reactions, but tha¢ation of transmutation paths due to
missing data inevitably results in some loss of information

There exists neutron data libraries, such as TENDL20Which contain cross sections for
over 2300 nuclides. This data could, in principle, be use8arpent burnup calculations, but
increasing the number of nuclides with cross sections bypsi@factor of 10 would most likely
hang the entire calculation, either because of excessiveameusage, or due to dramatically
increased processing time.

An alternative solution, currently being planned, is to tlsese cross sections only for pro-
ducing one-group transmutation constants for the burnupixmavithout actually including
the data in the transport simulation. Similar approach &lus various coupled Monte Carlo
burnup calculation codes, in which the external deplet@wes reads pre-generated one-group
cross sections from a secondary data library for nuclidas dhe not involved in the Monte
Carlo simulation.

New cross section librariesfor Serpent 2

The development of gamma and coupled neutron/gamma trarnsggeability also brings the
need to generate new cross section libraries for SerperttéseTlibraries will include gamma
transport data and gamma production cross sections forams,itas well as heating and radi-
ation damage cross sections required, for example, foaicemulti-physics applications. In
addition, zero-Kelvin neutron transport libraries will imeluded to be used with the on-the-fly
temperature treatment routine and DBRC. Any other needs sbeuleported to the developer
team (preferably sooner than later).

9 The TENDL data libraries can be downloaded frdmtp://www.talys.eu



Multi-physicsinterface

The four-year NUMPS-project (Numerical Multi-Physicgcently started at VTT, will focus
on developing calculation methods for the coupling of MoGtglo neutronics and computa-
tional fluid dynamics (CFD). As a part of this project, a newenféce is being developed for
the external coupling of Serpent into thermal hydraulicd firel performance codé$. This
interface is not intended to be limited to the couplings ®tddh the framework of the NUMPS
project, and all users working with multi-physics applioas are encouraged to use it for pass-
ing data between the coupled codes.

The interface is based on the idea that density and tempermdigiributions can be passed into
Serpent transport routines without any modifications ingbemetry model. In addition to the
simplified coupling scheme, the interface offers the cdpgtio model continuous distribu-
tions for the physical state variables. Power distribiugjamhich are needed for completing the
coupling, are automatically calculated by Serpent, andtewriin a separate output file. The
work has already begun, and the interface is available ferimghe most recent Serpent 2
update. Near-future work involves developing a new intafgype based on an unstructured
mesh, specifically designed for coupling with CFD codes.

Fuel cycle analysis

There are several users who are performing complicatedciiedé analyses that require ca-
pabilities beyond what is currently available in Serpente Ppresentation from UC Berkeley

introduced ADOPT, an automated calculation tool for optinmg the design parameters of fast
reactor fuel assemblies. ADOPT uses Serpent as a neut@micdepletion solver. The cal-

culation is currently based on external coupling, but warkm the way for implementing the

automated equilibrium cycle search methodology (usederBlBAU code) as an integral part
of the Serpent burnup routine. Similar work has been caoigdt Politecnico di Milano, as a

part of developing the capability to model the continuoysoeessing and refueling of molten
salt reactors.

Even though the two applications presented at the meetprgsent completely different reac-
tor technologies, they share certain similarities at traedevel. Other planned features related
to fuel cycle analyses include branch calculations, fueffshg, and reactivity control by con-
trol rod movement and boron dilution. These new featuresatonvolve difficult theoretical
considerations, but they can complicate the burnup rouwtirite considerably, especially when
combined with advanced time-integration methods and igades developed for stabilizing
spatial oscillations.

It is therefore recommended that some form of collaboratitanformation exchange is formed
between the different groups working with these methodss iBmot only to ensure the novelty
of doctoral theses based on the work, but also to simplifyititegration of the developed
calculation routines with the other parts of Serpent souock.

10 This interface will be presented at the upcoming ANS Wintexelihg in November in San Diego.



I nternational co-operation

Serpent has been in public distribution for just over threarg now, and feedback from users
has proven extremely valuable for code development. Duhagtime the user community has
also reached a level of maturity, and there are several tgitives and research organizations
where Serpent is not only used for calculations, but also p&torm for developing new
methods (see, for example, the previous section on fuee@malysis). Collaboration within
the user community is currently not coordinated as as wetl @suld be, and we are looking
into different possibilities of improving the situation.

List of other actions

Below is a list of other actions and near-term modificationbeédmplemented in the source
code (in no particular order).
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10.

11.

12.
13.
14.

Hexagonal and other mesh types for detectors (Serpent 2)
MPI message chunk size as a user variable (Serpent 1&2)
Radial zoning in the multi-physics interface output fquag 1-3 (Serpent 2)

Calculation of analog neutron reproduction time will beéand all time constants
revised (Serpent 1&2)

Time dependence in detector capabilities and time duir@xternal source simulation
mode (Serpent 2)

Energy dependence in isomeric branching ratios (Se&ent
Capability to pass random number seed as an environmeabha(Serpent 1&2)
Capability to read, write and combine statistics from ipldtruns (Serpent 2)

Capability to use converged fission source distributiomfprevious burnup step as the
initial guess for the next step (Serpent 2)

A repository will be set up for uploading documents, ssriexamples and test cases for
code validation

The experimental fuel cycle routine “ucbburnupcycleit be documented at the
discussion forum (Serpent 2)

Temperature distributions will be included in the mphiysics interface (Serpent 2)
More examples will be provided for the multi-physicsenf&ice (Serpent 2)

Unnecessary memory allocation for reaction lists inemials with identical initial
compositions will be fixed (Serpent 2)



